Today, there are many astronomy datasets provided by various top research groups and companies. Each dataset can be unimodal including images, various natural measures like spectrum, radio waves, redshift, stellar mass, etc, or can be multimodal containing various pairs of unimodal E.g. image-spectrum, image-redshift, etc. Technologies cause datasets to grow drastically, and consequently, working on these datasets is more challenging.

Common deep-learning approaches are based on data that are labeled by humans. This is so time-consuming, and due to the size of the data, it may not be possible to prepare labeled datasets. In this regard, new methods are proposed to take advantage of many available unlabeled datasets. Self-supervised learning tries to generate pseudo-labels from the unlabeled datasets, and train models supervisely. Some self-supervised learning approaches are contrastive learning, mask autoencoders, etc.

Models proposed for astronomy are so task-specific. It means that each of them cannot be utilized for other tasks or data, and they lack generality. Instead of putting time and effort into training task-specific models, we can train a larger model that can be employed for many tasks with only small modifications. This is the main concept of the foundation model, and also the goal that we desire to reach it.

In the proposed foundation model for the galaxy morphology, several tasks like galaxy classification, similarity search, and natural measures prediction like stellar mass, and redshift, applying the foundation model for unseen new data can be employed, and be compared with other proposed foundation models.

Different possible models:

* Propose new foundation models based on unimodal and multi-modal datasets using mask autoencoder, combinations of the mask autoencoder, and contrastive learning, applying some possible modifications to the available methods.
* Propose a larger foundation model using pre-trained models based on ensemble learning methods.
* Applying different fine-tuning approaches to new and previous models and investigating their effectiveness.
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[Alok Choudhary, Geoffrey Fox, Tony Hey, ed. 2023. *Artificial Intelligence for Science: A Deep Learning Revolution*. World Scientific.](http://paperpile.com/b/f2CY2t/FJSWX)

[Andrianomena, Sambatra, and Hongming Tang. 2023. “Radio Galaxy Zoo: Leveraging Latent Space Representations from Variational Autoencoder.” *arXiv [astro-ph.GA]*. arXiv.](http://paperpile.com/b/f2CY2t/kujy) <http://arxiv.org/abs/2311.08331>[.](http://paperpile.com/b/f2CY2t/kujy)

[Aniyan, Arun, and Kshitij Thorat. 2017. “Classifying Radio Galaxies with Convolutional Neural Network.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/DwpV) <http://arxiv.org/abs/1705.03413>[.](http://paperpile.com/b/f2CY2t/DwpV)

[Balakrishnan, Vishnu, David Champion, Ewan Barr, Michael Kramer, Rahul Sengar, and Matthew Bailes. 2020. “Pulsar Candidate Identification Using Semi-Supervised Generative Adversarial Networks.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/5l9U) <http://arxiv.org/abs/2010.07457>[.](http://paperpile.com/b/f2CY2t/5l9U)

[Bethapudi, Suryarao, and Shantanu Desai. 2017. “Separation of Pulsar Signals from Noise with Supervised Machine Learning Algorithms.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/tJRh) <http://arxiv.org/abs/1704.04659>[.](http://paperpile.com/b/f2CY2t/tJRh)

[Boone, Kyle. 2021. “ParSNIP: Generative Models of Transient Light Curves with Physics-Enabled Deep Learning.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/7Sbz) <http://arxiv.org/abs/2109.13999>[.](http://paperpile.com/b/f2CY2t/7Sbz)

[Bowles, Micah, Anna M. M. Scaife, Fiona Porter, Hongming Tang, and David J. Bastien. 2020. “Attention-Gating for Improved Radio Galaxy Classification.” *arXiv [astro-ph.GA]*. arXiv.](http://paperpile.com/b/f2CY2t/5U5d) <http://arxiv.org/abs/2012.01248>[.](http://paperpile.com/b/f2CY2t/5U5d)

[Brescia, M., S. Cavuoti, R. D’Abrusco, G. Longo, and A. Mercurio. 2013. “Photometric Redshifts for Quasars in Multi Band Surveys.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/EfZt) <http://arxiv.org/abs/1305.5641>[.](http://paperpile.com/b/f2CY2t/EfZt)

[Caldeira, João, and Brian Nord. 2020. “Deeply Uncertain: Comparing Methods of Uncertainty Quantification in Deep Learning Algorithms.” *arXiv [cs.LG]*. arXiv.](http://paperpile.com/b/f2CY2t/JjG5) <http://arxiv.org/abs/2004.10710>[.](http://paperpile.com/b/f2CY2t/JjG5)

[Chen, Yinpeng, Xiyang Dai, Dongdong Chen, Mengchen Liu, Lu Yuan, Zicheng Liu, and Youzuo Lin. 2023. “Image as First-Order Norm+Linear Autoregression: Unveiling Mathematical Invariance.” *arXiv [cs.CV]*. arXiv.](http://paperpile.com/b/f2CY2t/Cgbd) <http://arxiv.org/abs/2305.16319>[.](http://paperpile.com/b/f2CY2t/Cgbd)

[Chunduri, Krishna, and Mithun Mahesh. 2023. “Deep Learning Approach to Photometric Redshift Estimation.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/BlhP) <http://arxiv.org/abs/2310.16304>[.](http://paperpile.com/b/f2CY2t/BlhP)

[Desmons, Alice, Sarah Brough, and Francois Lanusse. 2023. “Detecting Tidal Features Using Self-Supervised Representation Learning.” *arXiv [astro-ph.GA]*. arXiv.](http://paperpile.com/b/f2CY2t/sSg8) <http://arxiv.org/abs/2307.04967>[.](http://paperpile.com/b/f2CY2t/sSg8)

[Domínguez Sánchez, H., Huertas-Company, M, M. Bernardi, S. Kaviraj, J. L. Fischer, T. M. C. Abbott, F. B. Abdalla, et al. 2018. “Transfer Learning for Galaxy Morphology from One Survey to Another.” *Monthly Notices of the Royal Astronomical Society* 484 (1): 93–100.](http://paperpile.com/b/f2CY2t/Ev3bg)

[Donalek, C., A. Mahabal, S. G. Djorgovski, S. Marney, A. Drake, E. Glikman, M. J. Graham, and R. Williams. 2008. “New Approaches to Object Classification in Synoptic Sky Surveys.” *arXiv [astro-Ph]*. arXiv.](http://paperpile.com/b/f2CY2t/FALx) <http://arxiv.org/abs/0810.4945>[.](http://paperpile.com/b/f2CY2t/FALx)

[Donoso-Oliva, C., I. Becker, P. Protopapas, G. Cabrera-Vives, Vishnu M., and Harsh Vardhan. 2022. “ASTROMER: A Transformer-Based Embedding for the Representation of Light Curves.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/OmrTd) <http://arxiv.org/abs/2205.01677>[.](http://paperpile.com/b/f2CY2t/OmrTd)

[Ethiraj, Sabeesh, and Bharath Kumar Bolla. 2021. “Classification of Astronomical Bodies by Efficient Layer Fine-Tuning of Deep Neural Networks.” In *2021 5th Conference on Information and Communication Technology (CICT)*, 1–6. IEEE.](http://paperpile.com/b/f2CY2t/Uqahk)

[Gheller, Claudio, and Franco Vazza. 2021. “Convolutional Deep Denoising Autoencoders for Radio Astronomical Images.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/dUjs) <http://arxiv.org/abs/2110.08618>[.](http://paperpile.com/b/f2CY2t/dUjs)

[Gheller, C., F. Vazza, and A. Bonafede. 2018. “Deep Learning Based Detection of Cosmological Diffuse Radio Sources.” *Monthly Notices of the Royal Astronomical Society* 480 (3): 3749–61.](http://paperpile.com/b/f2CY2t/IXjF)

[Hayat, Md Abul, George Stein, Peter Harrington, Zarija Lukić, and Mustafa Mustafa. 2021. “Self-Supervised Representation Learning for Astronomical Images.” *The Astrophysical Journal Letters* 911 (2): L33.](http://paperpile.com/b/f2CY2t/TDF7r)

[Huang, Zizheng, Haoxing Chen, Ziqi Wen, Chao Zhang, Huaxiong Li, Bo Wang, and Chunlin Chen. 2022. “Model-Aware Contrastive Learning: Towards Escaping the Dilemmas.” *arXiv [cs.LG]*. arXiv.](http://paperpile.com/b/f2CY2t/mRqt) <http://arxiv.org/abs/2207.07874>[.](http://paperpile.com/b/f2CY2t/mRqt)

[Lanusse, Francois, Liam Parker, Siavash Golkar, Miles Cranmer, Alberto Bietti, Michael Eickenberg, Geraud Krawezik, et al. 2023. “AstroCLIP: Cross-Modal Pre-Training for Astronomical Foundation Models.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/YYHUO) <http://arxiv.org/abs/2310.03024>[.](http://paperpile.com/b/f2CY2t/YYHUO)

[Lee, Namkyeong, Heewoong Noh, Sungwon Kim, Dongmin Hyun, Gyoung S. Na, and Chanyoung Park. 2023. “Density of States Prediction of Crystalline Materials via Prompt-Guided Multi-Modal Transformer.” *arXiv [cond-Mat.mtrl-Sci]*. arXiv.](http://paperpile.com/b/f2CY2t/UWHo) <http://arxiv.org/abs/2311.12856>[.](http://paperpile.com/b/f2CY2t/UWHo)

[Lin, Joshua Yao-Yu, Song-Mao Liao, Hung-Jin Huang, Wei-Ting Kuo, and Olivia Hsuan-Min Ou. 2021. “Galaxy Morphological Classification with Efficient Vision Transformer.” *arXiv [astro-ph.GA]*. arXiv.](http://paperpile.com/b/f2CY2t/t7ebX) <http://arxiv.org/abs/2110.01024>[.](http://paperpile.com/b/f2CY2t/t7ebX)

[Mahabal, Ashish, Umaa Rebbapragada, Richard Walters, Frank J. Masci, Nadejda Blagorodnova, Jan van Roestel, Quan-Zhi Ye, et al. 2019. “Machine Learning for the Zwicky Transient Facility.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/a4TD) <http://arxiv.org/abs/1902.01936>[.](http://paperpile.com/b/f2CY2t/a4TD)

[Mahabal, Ashish, Kshiteej Sheth, Fabian Gieseke, Akshay Pai, S. George Djorgovski, Andrew Drake, Matthew Graham, and the CSS/CRTS/PTF Collaboration. 2017. “Deep-Learnt Classification of Light Curves.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/zbq2) <http://arxiv.org/abs/1709.06257>[.](http://paperpile.com/b/f2CY2t/zbq2)

[M. Huertas-Company, R. Sarmiento, and J. Knapen. 2023. “A Brief Review of Contrastive Learning Applied to Astrophysics.” *ArXiv* abs/2306.05528 (June). https://doi.org/](http://paperpile.com/b/f2CY2t/SUbhi)[10.48550/arXiv.2306.05528](http://dx.doi.org/10.48550/arXiv.2306.05528)[.](http://paperpile.com/b/f2CY2t/SUbhi)

[Mohan, Devina, and Anna Scaife. 2021. “Weight Pruning and Uncertainty in Radio Galaxy Classification.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/RMHC) <http://arxiv.org/abs/2111.11654>[.](http://paperpile.com/b/f2CY2t/RMHC)

[Mohan, Devina, Anna M. M. Scaife, Fiona Porter, Mike Walmsley, and Micah Bowles. 2022. “Quantifying Uncertainty in Deep Learning Approaches to Radio Galaxy Classification.” *arXiv [astro-ph.CO]*. arXiv.](http://paperpile.com/b/f2CY2t/Aj0Y) <http://arxiv.org/abs/2201.01203>[.](http://paperpile.com/b/f2CY2t/Aj0Y)

[Polymathic. 2023. “Blog for ASTROCLIP: CONNECTING DIVERSE OBSERVATIONAL MODALITIES IN ASTROPHYSICS.” October 9, 2023.](http://paperpile.com/b/f2CY2t/xtbgu) <https://polymathic-ai.org/blog/astroclip/>[.](http://paperpile.com/b/f2CY2t/xtbgu)

[———. n.d. “GitHub for ASTROCLIP: CONNECTING DIVERSE OBSERVATIONAL MODALITIES IN ASTROPHYSICS.” Accessed December 1, 2023.](http://paperpile.com/b/f2CY2t/UZsLN) <https://github.com/PolymathicAI/AstroCLIP>[.](http://paperpile.com/b/f2CY2t/UZsLN)

[Pramanick, Shraman, Li Jing, Sayan Nag, Jiachen Zhu, Hardik Shah, Yann LeCun, and Rama Chellappa. 2022. “VoLTA: Vision-Language Transformer with Weakly-Supervised Local-Feature Alignment.” *arXiv [cs.CV]*. arXiv.](http://paperpile.com/b/f2CY2t/BRjy) <http://arxiv.org/abs/2210.04135>[.](http://paperpile.com/b/f2CY2t/BRjy)

[Scaife, Anna M. M., and Fiona Porter. 2021. “Fanaroff-Riley Classification of Radio Galaxies Using Group-Equivariant Convolutional Neural Networks.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/SQNO) <http://arxiv.org/abs/2102.08252>[.](http://paperpile.com/b/f2CY2t/SQNO)

[“ScienceFMHub Portal for Science Foundation Model Community.” 2023. November 2, 2023.](http://paperpile.com/b/f2CY2t/U7l7x) <http://sciencefmhub.org>[.](http://paperpile.com/b/f2CY2t/U7l7x)

[Slijepcevic, Inigo V., Anna M. M. Scaife, Mike Walmsley, Micah Bowles, O. Ivy Wong, Stanislav S. Shabala, and Hongming Tang. 2022. “Radio Galaxy Zoo: Using Semi-Supervised Learning to Leverage Large Unlabelled Data Sets for Radio Galaxy Classification under Data Set Shift.” *Monthly Notices of the Royal Astronomical Society* 514 (2): 2599–2613.](http://paperpile.com/b/f2CY2t/rId4x)

[Slijepcevic, Inigo V., Anna M. M. Scaife, Mike Walmsley, Micah Bowles, O. Ivy Wong, Stanislav S. Shabala, and Sarah V. White. 2023. “Radio Galaxy Zoo: Towards Building the First Multipurpose Foundation Model for Radio Astronomy with Self-Supervised Learning.” *RAS Techniques and Instruments* 3 (1): 19–32.](http://paperpile.com/b/f2CY2t/MJVdr)

[Smith, Michael J., and James E. Geach. 2023. “Astronomia Ex Machina: A History, Primer and Outlook on Neural Networks in Astronomy.” *Royal Society Open Science* 10 (5): 221454.](http://paperpile.com/b/f2CY2t/KRd0Z)

[Stein, George, Peter Harrington, Jacqueline Blaum, Tomislav Medan, and Zarija Lukic. 2021. “Self-Supervised Similarity Search for Large Scientific Datasets.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/7nHGe) <http://arxiv.org/abs/2110.13151>[.](http://paperpile.com/b/f2CY2t/7nHGe)

[Sun, He, and Katherine L. Bouman. 2020. “Deep Probabilistic Imaging: Uncertainty Quantification and Multi-Modal Solution Characterization for Computational Imaging.” *arXiv [cs.LG]*. arXiv.](http://paperpile.com/b/f2CY2t/9tZD) <http://arxiv.org/abs/2010.14462>[.](http://paperpile.com/b/f2CY2t/9tZD)

[Tang, Hongming, Anna M. M. Scaife, and J. P. Leahy. 2019. “Transfer Learning for Radio Galaxy Classification.” *arXiv [astro-ph.IM]*. arXiv.](http://paperpile.com/b/f2CY2t/G6PD) <http://arxiv.org/abs/1903.11921>[.](http://paperpile.com/b/f2CY2t/G6PD)

[Walmsley, Mike, Chris Lintott, Tobias Géron, Sandor Kruk, Coleman Krawczyk, Kyle W. Willett, Steven Bamford, et al. 2021. “Galaxy Zoo DECaLS: Detailed Visual Morphology Measurements from Volunteers and Deep Learning for 314 000 Galaxies.” *Monthly Notices of the Royal Astronomical Society* 509 (3): 3966–88.](http://paperpile.com/b/f2CY2t/pXReZ)

[Zevin, M., S. Coughlin, S. Bahaadini, E. Besler, N. Rohani, S. Allen, M. Cabero, et al. 2017. “Gravity Spy: Integrating Advanced LIGO Detector Characterization, Machine Learning, and Citizen Science.” *Classical and Quantum Gravity* 34 (6). https://doi.org/](http://paperpile.com/b/f2CY2t/RAb3)[10.1088/1361-6382/aa5cea](http://dx.doi.org/10.1088/1361-6382/aa5cea)[.](http://paperpile.com/b/f2CY2t/RAb3)